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Sound-Generation 

by means of 

With the advent of modern automatic, high speed digital com- 
puters, it has become possible to generate a very large class 
of musical sounds and other acoustic signals with a degree of 
precision that isdifficult to achieve with ordinary electronic 
(analog) devices. The computer program described in this ar- 
ticle was originally conceived and executed by M. V. Mathews, 
of the Bell Telephone Laboratories, in January, 1958.*1 Since 
that time, the program has been considerably revised and ex- 
panded, so that it now constitutes an extremely flexible musi- 
cal medium, capable of producing virtually any sound or se- 
quence of sounds that can be described or specified numerically. 
Note that this program is designed specifically for the utiliza- 
tion of the computer as a sound producing medium, not as a 
means of composing or analyzing music. 
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a Digital Computer 

JAMES C. TENNEY 
The advantages of such a medium should be obvious to any 
composer, but the above statement of its capabilities defines 
not only the potentialities of the computer as a musical in- 
strument, but a limitation as well, since it is often very diffi- 
cult to give an accurate objective description of an imagined 
or intended sound, even when that sound is quite familiar to 
the ear. This limitation will become less severe, however, 
as time gives us more experience with the medium, and with 
the new modes of specification required. 

Another obvious advantage in using the computer to generate 
musical sounds is that the process is automatic. That is, an 
entire composition can be recorded on tape with no splicing, 
editing, timing, mixing, etc. In fact, no manual operation of 
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any kind is required of the composer. His "score" (in the form 
of a deck of punched cards) must go through several stages of 
transformation, using certain special devices in addition to the 
computer, but the composer is not directly involved in these 
intermediate operations. The final result is an ordinary mag- 
netic tape recording of the sounds and sound sequences de- 
scribed in the score. 

Here again, however, one of the advantages of the technique 
implies a corresponding disadvantage. Automation brings with 
it a certain indirection - a time delay (of from a few hours to 
a few days) between the composer's decisions or experimental 
actions and any auditable results. The standard tape and elec- 
tronic music techniques thus have a definite advantage over the 
computer medium, with respect to their immediacy, and the 
greater ease with which unfamiliar sounds may be tried and 
tested before actually being used in a composition. Still, the 
time-delay with the computer is far shorter than that usually 
involved in the realization of music for conventional instru- 
mental groups, so that this need not be considered a very se- 
rious limitation. There are other problems that arise inusing 
the computer as a sound source, but these are of a more tech- 
nical nature, and will be more easily defined later on, when 
the details of the process have been explained. 

The "stages of transformation" of the composer's score, men- 
tioned above, are of three kinds. First, the numbers on the 
cards (which specify the various parameters of each sound-- 
i.e., its duration, amplitude, frequency, waveform, etc.) 
must be transformed into a new set of numbers, which define 
the successive instantaneous amplitudes of the sound waves 
themselves. Second, this new set of numbers must be trans- 
formed into an electrical signal, and recorded on standard 
magnetic tape. Third, this tape recording is converted to 
sound by means of ordinary playback equipment. How these 
transformations are achieved will be the subject of the first 
section of this article, though the descriptions will necessarily 
be brief. 

In addition to these, however, there is a fourth stage involved, 
which in practice comes before the others. This is the trans- 
formation from musical conception to numerical specification, 
that must be carried out by the composer before the other 
stages can even begin. And this is not simply a matter of no- 
tation, though that is also involved. The composer must make 
decisions that are not required when using conventional musi- 
cal instruments, and many that are not required in any other 
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tape or electronic music technique. It will be seen, for exam- 
ple, that he must design his own (symbolic) "instruments" be- 
fore writing the score, and, although this does not involve any 
very specialized knowledge of acoustics or electronics (or even 
of computer programming), it does involve a number of com- 
positional decisions that are not necessary in any other medi- 
um. These problems will be dealt with in the second section, 
and in much greater detail than the more mechanical aspects 
of the process, since these are the problems that will most 
directly concern the composer. 

The Three Stages of Transformation from Numbers to Sound 

The digital computer is essentially a device which performs 
the ordinary arithmetic operations of addition, subtraction, 
multiplication and division, but at a very high speed, and auto- 
matically- which is to say that it can perform a whole sequence 
of these operations without any human intermediation. Both 
the input and the output of the digital computer consist exclu- 
sively of numbers in some form, but at the input these numbers 
may represent not only magnitudes of some quantity involved 
in a mathematical computation; they may also represent - by 
means of an appropriate code - instructions to the machine. 

The numbers that are fed into the computer thus represent 
two kinds of information - the numbers that are to be used in 
the computations, called the data, and a set of coded instruc- 
tions, called the program, which defines the arithmetic opera- 
tions to be carried out on the data. In the case of the music- 
generating process, the data or score includes adeck of punch- 
ed cards (called "note-cards"), which give the values of the 
various parameters of each sound to be generated. Figure 1 
shows one of these note-cards, with numbers specifying the 
duration, intensity and frequency of the tone to be generated. 

The program contains a set of instructions which cause the 
computer to transform the numbers in the score into a new 
sequence of numbers, which represent the instantaneous am- 
plitudes of the corresponding acoustic signals at successive, 
equally spaced intervals in time. These instantaneous ampli- 
tude-values are called samples, and this way of representing 
a sound wave (or any function of time) in terms of successive 
amplitude-values is called sampling. This process is illus- 
trated in Figure 2. 

Now the variations in air pressure, particle velocity or parti- 
cle displacement that constitute a sound wave are continuous 
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functions of time, whereas the digital computer can only deal 
with discrete (i. e., noncontinuous) numbers. It has been found, 
however, that a continuous function of time such as an acoustic 
signal can be specified completely (i. e., without "distortion") 
by just such a sequence of discrete amplitude samples - pro- 
vided only that the time interval between successive samples 
is short enough - i. e., that the sampling rate is fast enough- 
and the sampling rate that is necessary depends simply upon 
the bandwidth of the signal. More specifically, to adequately 
specify a sound wave containing frequency components no high- 
er than some upper limit, F. cycles per second, a sampling 
rate of at least 2F samples per second is required. Thus, 
sounds with frequency components below 5000 cycles per sec- 
ond would have to be sampled at the rate of 10, 000 samples 
per second, while a signal bandwidth from zero to 10, 000 cy- 
cles per second would require a sampling rate of 20, 000 sam- 
ples per second, in order for the signal to be specified com- 
pletely. This relation between sampling rate and bandwidth 
(or the highest frequency component) to be produced is evident 
intuitively, if we observe with reference to Figure 2, that the 
accuracy with which a signal will be represented by sampling 
increases as the rate of sampling is increased. That is, any 
variations in the instantaneous amplitude of the signal that oc- 
cur within the period between successive samples will nec- 
essarily be lost in the process - and it is these smaller varia- 
tions that correspond to the higher frequency components in 
the signal. 

To say that a sound wave of bandwidth F requires 2F samples 
per second for its "specification" means that it can (theoreti- 
cally) be recorded or stored in symbolic form using 2F num- 
bers for each second of sound, and further, that the signal 
could be transmitted, in digital form, and reconstructed by a 
receiving device that can process these numbers at the same 
rate of 2F per second. The sample values that are calculated 
by the computer are recorded at the output on a special-pur- 
pose digital magnetic tape, in the form of on-off patterns of 
magnetic pulses - and thus in binary (rather than in decimal) 
form - as illustrated in Figure 3. 

Many aspects of this first stage of transformation involve de- 
tails of computer operation and programming which are beyond 
the scope of this article, and would be of little interest to a 
musician anyway. It may be said, however, that this trans- 
formation is achieved by way of a sequence of arithmetic oper- 
ations that could, in principle, be carried out by a human be- 
ing, though this would scarcely be practical. The sample 
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values are calculated one at a time, and the sequence of arith- 
metic operations defined by the program must be performed at 
least once for each sample on the output tape. At 10,000 sam- 
ples per second, this involves several million operations for a 
few minutes of sound. Obviously, it is only because of the 
enormous speed at which a modern digital computer can per- 
form these calculations that the sampling process becomes a 
relatively practical way of generating sound. 

At this stage in the process, no sound has yet been produced, 
but simply a numerical description of a sound wave. The in- 
formation on the output tape must next be converted from digi- 
tal to "analog" form. That is, the numbers on the digital tape 
must be made to determine a continuous (nonimpulsive) pattern 
of magnetization on ordinary recording tape. This is accom- 
plished by a special digital-to-analog conversion device called 
the data-translator*2. By means of the data-translator, each 
number on the digital tape is transformed into an electrical 
pulse, whose amplitude (voltage) is proportional to the magni- 
tude of that number. The sequence of pulses is then put through 
a lowpass filter (with its upper cut-off frequency set at half the 
sampling rate), which removes the discontinuities in the signal. 
The smoothed signal is then recorded on standard magnetic 
("analog") tape, and this, finally, is converted to sound by 
means of ordinary playback equipment and a loudspeaker. This 
conversion from digital-to-analog form is illustrated in Figure 
4. It should be noted that no sound is actually generated by the 
computer itself. It is the data-translator (in conjunction with 
ordinary tape playback equipment) that generates the sound, so 
that when I refer here to "sound-generation by means of the 
computer"' it is really the whole process that is involved, in- 
cluding the digital-to-analog conversion equipment. Figure 5 
shows in schematic form the three stages of transformation 
described above. 

Designing the Instruments 

The music program consists of several smaller sets of in- 
structions (sub-programs or subroutines) which perform var- 
ious specific functions in the overall process, such as input 
and output control, storage allocation, certain kinds of numer- 
ical conversions, etc. The set of instructions that is specifi- 
cally responsible for the transformation from parametric val- 
ues to sample amplitudes has come to be called the orchestra- 
by analogy with conventional musical terminology. The or- 
chestra is made up of one or more instruments (again, by 
analogy only), and these, in turn, consist of several smaller 
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elements called unit generators. Each of the above designa- 
tions (i.e., orchestra, instrument, unit generator) thus rep- 
resents a component sub-set of instructions, which may be 
combined in various ways with other sub-sets to make up the 
next larger group of instructions. This means that the com- 
poser may design his own instruments - and assemble his own 
orchestra - to suit the particular requirements of a composi- 
tion. How the instruments are to be designed is thus one of 
the first questions the composer must answer when he begins 
to program a composition using the computer, and an under- 
standing of this aspect of the process is necessary for an 
effective utilization of the medium. 

Computer programming is generally done with the aid of block- 
diagrams or "flow-charts"' which show in graphic form the flow 
of control in the machine from one operation to the next, de- 
termined by the sequence of instructions in the program. In 
designing an instrument, symbols are used which characterize 
each of the several different types of unit generators that may 
be combined to form an instrument. In Figure 6 the simplest 
type of instrument is shown in block-diagram form, along with 
the letters and numbers that are used to designate these partic- 
ular unit generators. The symbols lul and lu2 designate the 
instrument number (#1) and the number of the unit generator 
(i. e., its order of sequence in that instrument), while G2 and 
G1 specify the particular type of generator employed. The 
symbol G2 designates a quasi-periodic function generator or 
oscillator. The generator marked G1 is an output unit, a type 
which must be included in every instrument, and must always 
be the last in the sequence of unit generators constituting an 
instrument. In terms of the actual operations in the computer, 
the G1 unit represents an instruction which says, essentially, 
add 6 (the output sample) to the final acoustic output (which 
may already contain samples generated by other instruments, 
being "played" simultaneously). 

The arrows in the diagram indicate input and output connec- 
tions. In this instrument, the two inputs to the G2 unit are 
fixed for each note, and will be specified by the appropriate 
parameters on the note-cards. The output of lul forms the 
input to lu2; whenever two unit generators are connected in 
this way, it means that the results of the operations defined by 
one group of instructions (i. e., by one unit generator) will be 
used in the computations determined by the next group. 

The M and I inputs to the oscillator determine, respectively, 
the amplitude and the frequency (or the duration of each period) 
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of the signal to be generated. In addition to these two inputs, 
the G2 unit has a function number, F associated with it, which 
determines the waveform of the output signal. This function 
may either be fixed - as designated in the original description 
of the instrument in the program - or it may be varied from 
note to note, in which case it is given as one of the parameters 
on the note-cards. The way the G2 oscillator generates output 
samples on the basis of these three numbers (the amplitude 
input, M; the frequency input, I; and the function number, F) 
may be described in a general way as follows. 

By means of one of a set of function-generating subroutines, 
which will be described later, a series of numbers is stored 
in the computer memory (this information is put into the com- 
puter just ahead of the note-cards) which represent successive 
sample values of a function (this may be a waveform, or, as 
will be seen later, an amplitude- or frequency-envelope). Up 
to twenty different functions can be stored by the computer in 
any one run, and each of these twenty functions may take on as 
many as 512 independent amplitude-values, ranging from minus 
.999... toplus .999... As a simple example, Figure 7 shows 
a square-wave function, both graphically and as it would be 
represented in the computer. 

Once these numbers have been stored in the computer, the 
sequence of operations runs something like this: (1) The value 
of the function that is located in position 1 of the memory is 
selected, and this number is multiplied by the number given 
by the M input (M for "multiplier"); it is this operation which 
determines the amplitude of the output signal. (2) The product 
thus obtained goes to the output unit (G1), and from there, 
eventually, to the output tape. (3) The next value of the func- 
tion to be selected is determined by the number given by the I 
input; if I = 1, the number will be taken from position 2; if I = 
10, or 100, it will be taken from position 11 or 101, etc. The 
I input (I for "increment") thus determines how many places in 
the computer memory will be skipped - in selecting the suc- 
cessive samples of the function - from one cycle to the next in 
the generating process, and thus determines how many values 
of the function will be sampled for each period of the output 
waveform. Since the samples of the output tape will always be 

read" (by the digital-to-analog converter) at a constant rate - 
(usually 10, 000 samples per second), the number of sample 
values that are used out of the 512 values that are actually 
available will determine the duration of each period, and thus 
the frequency of the output signal. 



36 

For example, if I = 1, each of the 512 stored values of the 
function being taken once, every period of the output signal 
will contain 512 samples, and will last 512/10, 000 = .0512 
seconds. The frequency of the signal will be the reciprocal of 
this, which is 10, 000/512, or about 20 cycles per second. If, 
on the other hand, I = 16, (so that the generating routine se- 
lects every 16th value of the 512 that are stored for the func- 
tion), each period of the output signal would contain 512/16-- 
32 samples, and would last 32/10, 000 = . 0032 seconds, which, 
repeated periodically, results in a frequency of 10, 000/32, or 
about 300 cps. When the value of I is less than 1 (i.e., for a 
frequency of less than 20 cps, and thus for all durations greater 
than 1/20th of a second), the generating routine will select the 
same sample value several times in succession, until the sum 
of all previous increments reaches the next larger integer, at 
which point the sample value in the next position is selected. 
This summing of increments is treated "modulo 512;" that is, 
when the sum reaches the value 512, it is reset to zero, and 
the sampling begins again at the beginning of the sequence of 
stored values of the function. 

The above description of the G2 oscillator can be summarized 
by saying that it produces, at its output, a sequence of sample 
numbers, bi, according to the following relations. 

i = Mi. Fj([Si] mod 512), (1) 

And, for the summing of increments described above, 
Si+l = Si + Ii (2) 

where i is an index specifying sample sequence, starting at 
zero at the beginning of each note, and stopping at the value 
determined by the total duration of the note (in terms of number 
of samples). The frequency, f, of the periodic signal at the 
output will be 

f = I/.0512 cps (3) 

and its amplitude will be proportional to M. 

This number 512 (=29) arises from the fact that there are just 
this many positions ("words") in each storage location that can 
be used to store the sample values of any function. It is thus 
one of the fixed limits of the machine, but it does not result in 
any very serious limitations to the composer in practice. An- 
other such numerical constant associated with the machine is 
the limit on the magnitude of the numbers that can be stored in 
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each position, (or recorded on the digital tape). The sample 
values at the output must lie within the range from -2047 to 
+2047, ( - 211 to +212) which means that the number of distinct 
amplitude levels used in the sampling process is 4094. This 
results in a signal to quantizing-noise ratio of approximately 
60 db. 

In the simple instrument shown in the figure above, both the M 
and I inputs to the oscillator are constant for eachnote, speci- 
fied by the appropriate parameters on the note-cards. But 
such inputs to a unit generator may be made to vary continu- 
ously with time, by letting them be determined by the (vari- 
able) outputs of other unit generators, as in Figure 8, where 
a second oscillator has been added, to modulate the envelope 
of the signal. This instrument would thus use two stored func- 
tions, one determining the envelope of the sound, the other 
its waveform, as in the first instrument. When an oscillator 
is used in this way to control the envelope of a signal, the I 
input is usually set equal to the reciprocal of the note duration, 
so that just one period of the function is generated per note. 

A third type of unit generator that is used very often in even 
the simpler instruments is the mixer or adder, whose output 
is the sum of its inputs. At present, there are adders with 
two, three and four inputs, called G3, G4 and G5, respectively. 
A typical use of a two-input adder, G3, is illustrated in Figure 
9, where one input (Al) is added to another (A2), which is 
taken from the output of an oscillator (3u2). With appropriate 
settings of the M and I inputs to 3u2, the result will be a peri- 
odic modulation of the I input (and thus of the frequency) of the 
signal generated by 3u4, i. e., a vibrato around a center fre- 
quency given by Al. 

It was noted above that each input to a unit generator may ei- 
ther be specified by one of the parameters on the note-cards, 
or be taken from the output of another generator. There is a 
third possibility, and this is that an input may be defined as a 
constant for the instrument. This is done when a parameter 
does not need to be varied from note to note, as might some- 
times be the case for such parameters as vibrato rate or 
range, for example. By this means, the number of parameters 
that have to be specified on the note-cards is reduced. 

Other Unit Generators 

Several other kinds of unit generators are also available for 
building instruments. These include a special oscillator (G2F), 
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which is like the ordinary G2 oscillator, except that it has a 
third input (Z), by means of which the function number may be 
varied within a single note, and a nonperiodic function genera- 
tor (G2T), which may be used to modify the output of a previous 
generator according to some conversion function (to change, 
for example, a sequence of numbers from a linear to a loga- 
rithmic scale, etc.). The G2F and G2T unit generators are 
shown in Figures 10a and 10b. In addition to these, there is a 
bandpass or formant filter (FILT), which can be used to shape 
the spectrum of a compound tone, and two different kinds of 
random number or noise generators (called RAND and RANDX), 
which will be described in greater detail below. 

The formant filter is shown in Figure 11la with a plot of typical 
input and output spectra in Figure lb. The signal to be fil- 
tered is taken from the output of an oscillator, and enters the 
filter at the input marked IN. PY1 and PY2 control, respec- 
tively, the center frequency and the bandwidth of the passband 
or formant. As shown in Figure 1l b, the bandwidth of for- 
mant is defined as the distance, on the frequency axis, be- 
tween the two points in the output spectral envelope that are 
3 db below the peak, on either side of the center frequency. 

If two or more formant peaks are required, a corresponding 
number of these filters may be connected in series, as shown 
in Figure 12. As with all the other unit generators, the con- 
trol inputs to the filter (i. e., PYI and PY2) may either be (1) 
specified as constants for the instrument, (2) made to vary 
from note to note (in which case the input settings would be 
specified on the note cards), or (3) be taken from the output 
of some other unit generator, and thus be continuously variable 
within a single note. 

The Random Number Generators 

The two types of random number or noise generators listed 
above are alike to the extent that they both put out a sequence 
of independent random numbers at a rate determined by an I 
input (just as with the oscillators), and within a range limited 
by the value of an M input (also corresponding to the oscilla- 
tors). But the final forms of their output signals differ. One, 
RAND produces an essentially linear interpolation between 
successive independent numbers whereas RANDX repeats each 
of the random numbers until a new one is computed. Thus, 
given the same sequence of random numbers, and the same 
settings for their M and I inputs, the output signals from each 
of these two generators would look quite different. This can 
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be seen in Figure 13, where each generator is shown in a 
block-diagram, along with a plot of a portion of a typical se- 
quence of output samples from each. The operational meaning 
of the I inputs to these random generators is somewhat differ- 
ent from the meaning it had with respect to the oscillators. In 
the latter, values of a stored function are selected successively 
in a way determined by the I input, but while these values may 
have been nonadjacent samples in the original function (sepa- 
rated, that is, by the I- 1 intervening values of the stored 
function that were skipped), they are always adjacent at the 
output of the oscillator. 

In practice, the RAND generator is most often used to modu- 
late one of the inputs of an oscillator, to produce a band of 
noise. The waveform of the carrier signal generated by the 
oscillator in each instrument (designated by the (F) in 4u3 and 
5u3) is usually sinusoidal, although other waveforms might be 
used as well. It has been found, however, that the effect of 
applying such random modulation to a complex wave such as a 
saw-tooth, whereby a large number of harmonic partials are 
modulated together - i. e., synchronously and in the same way 
- is very different from that of a complex signal in which all 
the harmonics have been modulated independently. The former 
sounds rather like radio static,; while the latter would sound 
like a white noise with more or less "coloration" provided by 
some kind of filter circuit. When random amplitude modulation 
is employed, the output of a RAND being connected to the M 
input of a G2, the bandwidth of the noise is determined by the 
value of the I input to the random generator, while its M input 
determines the amplitude of the noise. When the output of a 
RAND generator is connected to the I input of an oscillator, on 
the other hand, the resultant noise band is produced by random 
frequency modulation, and the bandwidth of the noise is deter- 
mined by the M input of the random generator (the amplitude of 
the noise will be controlled in tnis case simply by the M input 
to the oscillator itself). 

The reasons behind these relations between the noise band- 
width and the particular inputs of the random generator when 
the two kinds of modulation are employed are derived from 
modulation theory, and they are much too complicated to be 
considered here. But the basic relations that are of practical 
interest to the composer in using these generators may perhaps 
be clarified by some examples. Figures 14a and 14b show two 
simple instruments, each using a random generator to modu- 
late an oscillator. 
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The meanamplitude and center frequency of the noiseband pro- 
duced by instrument #4 (through random amplitude modulation) 
are controlled by the M1 and 12 inputs, respectively. The 
bandwidth of the signal is determined by the I1 input (which 
specifies the rate of AM) and is approximately equal to I1 times 
the sampling rate over 512 (i.e., 

BW- =51200 
XI1). In in- 

strument #5, on the other hand (where the noise is produced 
by random frequency modulation), the amplitude is determined 
by the M2 input, whereas the bandwidth is a function of both 
M1 and I1 (i. e., both the range and the rate of FM), and is 
approximately equal to their sum (M1 + I1 multiplied by the 
sampling rate over 512, (i. e., BWFM = 12X (M1 + *~ 
(In addition, it has been found, experimentally, that the best 
results are obtained when I1 4M1.) Note that, in the FM 
case (instrument #5), the output of the random generator is 
put through an adder before going to the I input of the oscilla- 
tor. The center frequency of the noiseband is given by the Al 
input to the adder (if there were no such adder in the instru- 
ment, the noiseband would extend from zero frequency up to 
a frequency equal to one-half the specified bandwidth). The 
noisebands that are produced by an electronic noise-generator 
- and most noises produced by natural or mechanical sources - 
consist of random modulation of both the amplitude and fre- 
quency of a carrier signal, whereas with the instruments illus- 
trated above only one of these parameters is modulated in a 
given signal. Such instruments will produce a noise band that 
is quite satisfactory in most cases, but if both kinds of modu- 
lation are required, an instrument like that in Figure 15 would 
be constructed, employing two separate RAND unit generators. 

Instrument #6 essentially combines all the functions of instru- 
ments 4 and 5 - (rather like having two separate electronic 
circuits together on one chassis, with a single power supply 
common to both) - since the inputs to either one of the RAND 
generators could be set to zero, if a signal was wanted with 
only amplitude modulation or only frequency modulation. It is 
important to note that the two random number generators in 
instrument #6 (and, in fact, all those that might be used in the 
several instruments of any one orchestra are independent. 
The sequence of numbers generated by one RAND will never 
be the same as that generated by another in the same orchestra 
and in the same run on the computers, whereas two runs of 
the same score, using the same instruments and the same 
settings of all the inputs will always be identical. The 
reason for this is that all of the random generators derive 
their sequence of numbers from a common source, which dis- 
tributes the numbers alternately among the several generators. 
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The practical usefulness of this method of distribution will be 
clarified in the following paragraphs, where some of the other 
uses of the RAND and RANDX unit generators are described. 

The last three examples dealt with the random number gener- 
ator, RAND, as a source of bands of noise. When intended for 
this purpose, relatively high values of its M and I inputs will 
be involved. Thus, in order to generate a signal with a mean 
amplitude of 1000 amplitude units (corresponding to 60 db), a 
center frequency of 1000 cps, and a bandwidth of 500 cps (i. e., 
a band of frequencies from 1000 + 250 to 1000 - 250 cps) using 
instrument 6, the settings of the various inputs would be 
equivalent to the following. 

M1 (amplitude), 1000 a.u. 
I1 (AM rate 

, 
bandwidth), 500/second 

AI2 (center frequency), 1000 cps 
M2 (FM range1 100 cps 

,v bandwidth 
12 (FM rate ) 400/second 

If we use much lower values for the I inputs to the random 
generators, however, the output signal of this instrument will 
no longer sound like a noise at all, but rather like a simple 
tone with (more or less) gradual though irregular variations in 
amplitude and/or frequency. The nature of the sounds produced 
in this way depends, of course, upon the particular ranges and 
rates of modulation that are used, but the ability to apply this 
kind of modulation to a carrier signal has proved to be of use 
in several ways. For example, we have found that such ran- 
dom fluctuations in the parameters of atone - whenused within 
certain rather narrow limits - impart a "naturalness" to the 
quality of the tone that is usually associated with the sounds of 
conventional musical instruments. Experiments are now being 
conducted to establish these limits more precisely, and to de- 
termine the effects of other settings - and for such experi- 
ments, the computer is an invaluable instrument. 

It is also possible to use the random number generators in 
such a way that they control whole sequences of sounds, gen- 
erating the successive elements of these sequences at a rate 
determined by the I inputs, and within a range given by the M 
inputs. For example, the I input to a RAND which modulates 
the amplitude (M) input of an oscillator could be set so that 
new numbers are generated at a rate of one per second, within 
a range from, say, 30 to 60 db, and with the duration of this 
"note" set at 20 seconds. The result would be a tone, lasting 
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20 seconds, with a gradual increase or decrease in amplitude 
every second. The same thing could be done at the frequency 
(I) input to the oscillator, withthe range of the RAND generator 
set at, say, 4000 cps, (the size of the frequency band now used 
most often), in which case the tone would be heard as a series 
of glissandi from one (random) frequency to another. 

If a sequence of tones is wanted in which the pitch of each is 
constant, but in which the changes from one pitch to another are 
still random, the other type of random number generator men- 
tioned earlier - the noninterpolating generator called RANDX- 
would be used instead of RAND. With these two kinds of ran- 
dom generator - in conjunction with the other unit generators, 
of course - complex instruments can be designed which vir- 
tually "compose" long quasi-random sequences within the limits 
of parametric range that are specified by the composer. The 
importance of such instruments in the exploration of various 
kinds of musical structures should be evident. 

Conversion Function Subroutines 

The inputs to each unit generator represent numbers that are 
to be used in the arithmetic operations defined by the corre- 
sponding group of instructions in the program. But since the 
range of numbers used by the computer does not generally cor- 
respond to the range of numbers ordinarily used to specify the 
parameters of a sound, it is desirable to include a group of 
subroutines in the program, which will define the necessary 
transformations from the one set of numbers to the other. The 
use of these conversion function subroutines thus enables the 
composer to use numbers that are directly meaningful to him 
(e.g., frequency in cycles per second, intensity in decibels, 
duration in seconds or fractions of a second, etc.), the neces- 
sary transformations being carried out automatically by the 
computer. The composer must decide, therefore, in what form 
he wishes to be able to specify the various parametric values 
of the sounds to be generated, and either write the necessary 
conversion functions himself, or select these from the library 
of subroutines that have already been compiled. 

The formulation of these conversion functions is determined by 
(1) the sampling rate (10, 000 samples/second), (2) the range 
of amplitude values used (-2047 to +2047), and (3) the specific 
mechanics of sample-generation in each unit generator (e. g., 
the relation between frequency, in the G2 oscillator, and the 
number 512, as described earlier). In addition, each conver- 
sion function must specify where, on the note-card, the num- 
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ber that is to be converted will be found. The note-cards are 
divided into 12 numeric fields, designated P1 through P12, 
each of which may be used to specify one parameter of the 
sound to be generated. Each conversion function is given a 
name, consisting of the letters CVT followed by a two-digit 
decimal number (e.g., CVT03, CVT17, etc.). Just as with 
the waveform functions mentioned earlier, these conversion 
functions are stored in the computer memory at the beginning 
of the computation, and there is room in storage for up to 20 
of them in any one run. The general form of these conversion 
functions is then 

CVTm = f(Pn) 
where m is a 2-digit number from 01 to 20, n is a number 
from 2 to 12 (P1 is always used for the designation of the in- 
strument number, and does not involve a conversion function), 
and f(Pn) simply means "some function of the number in the 
nth field on the note-card" Examples of the more frequently 
used conversion functions will be given later, in the section on 
program-language description of the instrument. In these de- 
scriptions, CVT is abbreviated to C, and the numerical suffix 
may be a single digit (e.g., C6 for CVTO6, etc.). 

Function-Generating Subroutines 

The instruments shown in block-diagrams above all involve a 
number of stored functions (F1, F2, etc.). These must be 
defined by a set of function-generating subroutines, fed into 
the computer ahead of the note-cards and stored in the memory 
so that they are available for the computations. Each of the 
subroutines is able to generate a particular type of function, on 
the basis of a sequence of numbers punched into cards. Sev- 
eral of these are available, in the form of separate decks of 
cards that are used with the main program whenever the cor- 
responding types of functions are involved in the composition. 
One such generating subroutine, called GEN07, enables the 
composer to define functions made up of straight-line segments, 
and is often used for relatively simple envelopes and wave- 
shapes. Another, GENO9, makes it possible to define a func- 
tion in terms of a distribution of harmonic partials, with pro- 
visions for the specification of both the relative amplitude and 
phase of each partial. A third, GEN05, is used to generate 
exponential functions, and so on. 

Writing up the function definitions is relatively simple for most 
of these subroutines. In the case of the GEN07, for example, 
cards are punched with a set of numbers which give the values 
of each successive juncture of the line segments in the vertical 
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dimension, and the horizontal distances between them, as 
shown in Figures 16a and b. The other generating subroutines 
are slightly more complicated to use than the GEN07, but they 
are easily learned. The information that has to be specified 
for the GENO9 subroutine (sum of sinusoids) includes the num- 
ber, amplitude and phase of each harmonic. With the GEN05 
(sum of exponentials), the time- constant and coefficient of each 
term have to be determined and specified on the cards. Other 
function-generating subroutines are available, and still others 
can be written when they are needed, so that there is virtually 
no limit to the kinds of timbre waveforms, amplitude and fre- 
quency envelopes, etc., that can be used by the composer. 

Program-Language Description of the Instrument 

With this much introduction to the logic behind the designing of 
instruments and the formulation of conversion function sub- 
routines, it should not be difficult for the composer to become 
accustomed to the instrument descriptions themselves, when 
they are translated from block-diagram form into actual pro- 
gramming language. In Figure 17b such a description is given 
for the instrument shown previously (instrument #3, Figure 9). 
A slightly modified version of the block-diagram of this in- 
strument is also shown (Figure 17a) for easier reference. 
(The modifications consist simply of more specific designa- 
tion of the function numbers in the oscillators than were used 
previously.) The essential information that must be contained 
in the description includes the type of each unit generator (G2, 
G3, etc.), the instrument-number and the sequential order of 
each generator (3ul, 3u5, etc.), the number of the function to 
be assigned to each of the oscillators, designations of the inputs 
to each generator and of the location of its output, etc. 

The "MAC" (for macro) in columns 8-10 of the punched card 
designates the type of instruction which follows (beginning in 
column 16). A macro instruction is one that involves a group 
of instructions somewhere else in the program. (These are 
"built-into" the music compiler, however, so the composer 
does not have to be concerned with these instruction groups.) 
Thus, MAC G2 actually calls up one group of instructions la- 
belled G2; MAC G3 another group (named G3); MAC Sl still 
another, and so on. 

When one of the inputs to a unit generator is to be a constant 
for that instrument (as with the I input to the vibrato generator, 
lu2, determining the frequency or rate of vibrato) this con- 
stant is specified in the MAC instruction for that generator, as 
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shown in line 2. Otherwise, the spaces in the instruction that 
are available for such input constants are filled by an X. Thus, 
an X in one of these instructions indicates that the value of that 
input is either a parameter to be specified on the note-cards, 
or is given by the output of some previous unit generator. 
Whenever an instruction is too long to fit into one card, the 
symbols $ (at the end of one line) and ETC (in place of MAC, 
at the beginning of the next line) are used to indicate the con- 
tinuation of a single instruction from one card to the next. 
Thus, in the example above, the MAC S1 instruction includes 
both lines 6 and 7. 

The allocation of conversion functions to each of the inputs that 
requires one is determined by the setting routine (MAC Si, 
lines 6 and 7 in the example) for this instrument (13). Also 
given by MAC S1 are any designations of the note-card field 
(Pn) in which a variable function number is to be found. In this 
instrument, for example, while 3ul and 3u2 have function num- 
bers that are constant, and thus cannot be varied from note to 
note, the function to be generated by 3u4 is variable, and the 
last expression in the MAC S1 routine (line 7) says that the 
function number for each note will be given in field ten (P10) 
of the note-cards. 

In the above instrument description, four conversion functions 
are listed, viz. C2, C4, C6 and C8, involving note-duration, 
amplitude (or intensity), center frequency and vibrato range, 
respectively. If a linear amplitude scale is to be used, C4 
would be set equal to the number in P4, i. e., 

CVT04 = P4 

and the amplitudes would be specified on the note-cards by 
numbers from 1 to 2047. If a logarithmic or decibel scale is 
to be used, the appropriate conversion is 

CVT04 = 10P4/20 

(Thus, 60 db will become 1060/20 = 103 or 1000 amplitude 
units; 40 db in P4 will mean 1040/20 = 102 or 100 amplitude 
units, etc.) 

For center frequency conversion, there are, again, several 
alternatives. For frequency in cps, the conversion function 
would be written as follows. 

512 
CVTO6 = 10, 000 X P6 = .0512 X P6 
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But suppose the composer would like to specify this parameter 
on alogarithmic (rather thanlinear) frequency scale, by putting 
on each note-card a number which represents the number of 
pitch-steps (assumed in this case to be equal) the given tone is 
above some lowest base frequency. A conversion function can 
be written which will do this. For example, for a scale like 
that of the piano, with 12 equal steps to the octave, and a base 
frequency of 27.5 cps, the conversion function would be 

CVT06 = .0512 X 27.5 X 2P6/12 

More generally, a conversion function, C6, for any tempered 
scale with a base frequency F cycles per second, and N equal 
steps to the octave would have the form: 

CVT06 = .0512 X F X 2P6/N 

For the vibrato-range conversion function, C8, a form that 
has been found convenient is the following (when P6 is used for 
specifying center frequency in cps): 

CVT08 = .0512 X P8 X P6 X .01 

Using this conversion function, the range of the vibrato (in 
cycles per second above and below the center frequency) can 
be expressed on the note-cards as the percentage of deviation 
from the center frequency. 

The C2 conversion function requires a rather more elaborate 
explanation than do the others. In the first instrument shown 
in block-diagram form above (Figure 6) there were only two 
inputs: the M and I inputs to the G2 oscillator. These were 
used to control the amplitude and frequency of the signal to be 
generated by the instrument, and the parametric values for 
each note were to be found in appropriate fields on the note- 
cards. The duration of each note must also be specified on 
the note-cards, and the second numeric field has been re- 
served for this purpose. That is, P2 is always used for the 
specification of note-duration. In order for the computer to 
make use of this number in its computations, it has to repre- 
sent the duration in terms of the number of samples included 
by the note. But with a sampling rate of 10, 000 per second, 
it would obviously be impractical to write in one field the actual 
number of samples, so a multiplying factor is used, given by 
a special TME (for time) card. In the third field of this card 
(P3) a number is punched which is multiplied (in the computer) 
by the numbers in P2 on subsequent note-cards. The product 
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of these two numbers then represents the number of samples 
in the note, and therefore its actual duration. The number on 
the TME card thus determines the size of the temporal unit 
that will be assumed for the P2 specification. For example, 
if the TME card has the number 10,000 in P3, then the number 
in P2 on subsequent note-cards will represent duration in sec- 
onds (assuming a sampling rate of 10, 000 per second); if the 
time-factor is 1, 000, P2 will express the duration in tenths 
of a second; if the TME card says 10, P2 will represent milli- 
seconds, etc. 

The fact that these TME cards may be inserted at any point 
within the sequence of note-cards constituting the score makes 
it possible to change the time-scale or tempo of the sequence 
of sounds that are generated, in a way that is precisely anal- 
ogous to the way time-values are varied in conventional musi- 
cal notation. There, the actual durations represented by a 
given note-value (half-note, quarter-note, etc.) can be varied 
by simply changing the tempo indications. Similarly, with the 
music program, the numbers in P2 can be kept constant, while 
the actual durations are made to vary (gradually, suddenly) by 
means of a change in the scale-factor given by a TME card. 

Now the C2 conversion function that is needed for the I input to 
the "envelope generator" of our instrument must cause this 
oscillator to generate just one period of the stored function 
(F2) per note. The conversion function that does this is the 
following. 

CVT02 = 512/P2 

where it is assumed that the value referred to by MP2" has 
already been multiplied by the scale factor on the TME card, 
and thus represents the number of samples in the note. 

The Computer Score 

When the descriptions of each instrument to be used have been 
written up in this form, and the information has been punched 
into cards, (one card for each line of instruction), these are 
put into the computer with the music compiler (which is in the 
form of another deck of punched cards). The computer punches 
out a new deck of cards, which actually consists of a recoded 
version of the music compiler itself, with the set of instruc- 
tions describing the instruments inserted at appropriate points. 
This new deck is what is called the =orchestra," and it com- 
prises the basic set of instructions that are necessary to effect 
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the transformation from the parametric values in the score to 
the amplitude samples on the output tape. 

Two musical examples will now be used to illustrate the writ- 
ing of the computer score. In Figure 18 a short sequence of 
tones is shown in conventional musical notation. Where this 
notation alone is not sufficient to describe the sounds - i. e., 
with respect to their envelopes, timbre waveforms and vibrato 
ranges - a verbal description is used. The instrument des- 
cribed in the last section (Instrument #7, Figure 17 and repro- 
duced in Figure 19a) may be used for the tones on the upper 
staff in Figure 18, but a second instrument (#8, Figure 19b) 
will be required for the others, because of the difference in 
the shape of the envelopes indicated for the two parts - the one 
having a decreasing, the other an increasing amplitude in the 
main body of each tone. This difference is represented in 
Figure 16 by the function numbers assigned to the first unit 
generator in each instrument (F2 in 7ul, F3 in 8ul). Other- 
wise the two instruments are identical. The set of conversion 
functions selected for this example is also given in Figure 19. 

In addition to the two envelope functions (F2 and F3) and the 
vibrato function (Fl) which are permanently assigned to these 
instruments, the score itself calls for two timbre-functions; 
a square-wave and a sawtooth wave, which will be designated 
F4 and F5, respectively. These variable functions will be 
specified in field P10 on the note-cards for both instruments. 
All five functions are plotted in Figure 20 with the numbers 
that will be used in writing up the function-definitions in the 
score. Finally, Figure 21 shows the computer score itself, 
each line representing a single punched card. 

The several different kinds of card which are included in the 
computer score are distinguished by the letters (or blanks) in 
columns 1 to 3 (called the OP or operation field). Blanks in 
this field indicate a regular note-card, and are used to con- 
serve effort in the writing of the score, since note-cards are 
used more frequently than any of the others. Rests in an in- 
strument are indicated by a rest-card (denoted by RST, as in 
line 10 of the score), with the duration of the rest specified in 
P2 (just as with the note-cards). 

The GEN cards in lines 1 through 5 define the functions to be 
used in the instruments. Note that four of the five functions 
are composed of straight line segments, and thus refer tothe 
subroutine called GEN07, while F1 (the sinewave function for 
the vibrato generators) uses the GENO9 subroutine. The TME 
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card (line 6) sets the time scale of the sequence, as described 
earlier. In this case, the time-factor is 1000, so the numbers 
in P2 on the following cards will represent the duration of the 
note (or rest) in tenths of a second (a value of 1. 0 in P2 = 1 X 
1000 samples = 1000/10,000 or 1/10 second). 

In every computer score there will be one or more measure 
cards (MES), which serve to subdivide the sequences into 
smaller segments, and are similar, in certain respects, to 
the barlines in musical notation, though their function is actu- 
ally quite different. Finally, there must always be a termina- 
tion card (TER), to signal the end of the composition (or rather, 
the end of the computation). 

The function of the measure card may be clarified by the fol- 
lowing. The music generating process in the computer is 
carried out measure by measure, and is divided into three 
main phases: (1) a card-reading phase, (2) a sorting phase, 
and (3) the sample-generating phase. The computer reads in 
the data-cards until a MES card is reached, at which point the 
program causes a shift into the sorting phase - the arranging 
of the samples generated by different instruments into their 
proper temporal sequence. This is necessary whenever two 
or more instruments are to be "played" simultaneously in a 
given measure, and since the computer does this sorting auto- 
matically, the several instrumental parts in one measure do 
not have to be ordered in their proper temporal sequence in 
the score itself. The sequence of notes in each instrumental 
part must be so ordered, however. 

If certain instruments of the orchestra are not used at all in a 
given measure, it is not necessary to list any rests for these 
instruments, and the computer will automatically insert rests 
between the end of the last note in a given instrument and the 
end of the measure (determined by the duration of the longest 
instrumental part), so that such final rests need not be speci- 
fied in the score. Thus, in Figure 21, no rest is specified for 
instrument #7 in the first measure, and the final eighth-note 
rest in instrument #8 has not been given, because the computer 
will supply this rest automatically. If an instrument does not 
begin at the beginning of the measure, the initial rest does 
have to be specified, of course. 

A single measure may not exceed 100 seconds in duration, and 
may not contain more than 100 "notes" (including both note- 
and rest-cards). Usually, much shorter measures are used, 
this having the advantage that any errors in the specification 
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of duration (for notes or rests) will have only a limited effect. 
That is, a single error near the beginning of a measure will 
produce a temporal displacement throughout the entire meas- 
ure, and it is well to guard against this by inserting frequent 
MES cards in the score. 

Within one measure, parametric values need to be specified 
only when they change. Thus, if some parameter remains 
constant over several notes, these fields on the cards following 
the first can be left blank; the computer will carry the previous 
value over into the next note automatically. After a measure 
card, however, all parameters must be specified anew, wheth- 
er they are different from those in the previous note (i. e., the 
last note of the previous measure) or not. This, again, serves 
to facilitate the writing of the score. In the present example, 
the vibrato-range and timbre-function are constant throughout 
the first measure, and are thus specified only for the first note 
in the measure. Similarly, the durations of the first two notes 
in the first measure, and the intensities of the first two notes 
in the second measure are identical, and have been specified 
only once in each case. 

The first example was intended merely to illustrate the basic 
procedures involved in writing up a computer score. For this 
reason, the musical sequence used was quite simple - and, in 
fact, could almost have been played by conventional musical 
instruments. In the second example, more sophisticated in- 
struments will be employed to generate a more complex musi- 
cal sequence, one that could not be realized by conventional 
instruments, in order to demonstrate more explicitly some of 
the unique potentialities of the computer medium. At the same 
time, this last example will serve as a general review and 
summary of some of the material covered in earlier sections 
of this article. The sequence to be generated consists of three 
independent "voices"' shown [graphically] in Figures 22a through 
22c. Clearly, conventional musical notation is no longer ade- 
quate to describe such a sequence, so that a graphic and/or 
verbal description must be used instead*3. Three instruments 
will be needed, and the structure of each instrument will be 
determined by the kinds of sounds and sound-sequences it will 
be used to generate. 

The first voice begins as a wideband noise, then the bandwidth 
narrows to zero, to produce a simple tone. Thereafter, the 
signal varies in bandwidth from zero to 200 cps, the latter 
corresponding to an interval of approximately a minor third 
(more or less, depending on the center frequency). The band- 
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width of the noise must thus be continuously variable within 
each note. In addition, there are two places at which the cen- 
ter frequency of the signal glides continuously from one point 
to another, and the amplitude variations are also continuous in 
this way. An instrument which can effect these continuous 
changes in the amplitude, bandwidth and center frequency of a 
noiseband is diagrammed in Figure 23a, and its program-lan- 
guage description is given in 23b. This instrument incorpo- 
rates three pairs of unit generators whose sole purpose is to 
produce linear interpolations between an initial and a final 
value in each of the three parameters of the output signal that 
are to be varied in this way. Each pair or interpolation couple 
consists of an oscillator and an adder. The initial value of the 
parameter forms the Al input to the adder, while the A2 input, 
taken from the output of the oscillator, must represent the 
difference between the initial and final values of the parameter. 
This is achieved by (1) assigning to the oscillator an interpo- 
lation function (F2) which goes from zero to +.999 in one peri- 
od (This function, with the others to be used for this sequence, 
is shown graphically in Figure 26), (2) using the C2 conversion 
function described earlier (CVT02 = 512/P2), so that the oscil- 
lator generates just one period per note, and (3) either speci- 
fying directly the difference between the initial and final para- 
metric values, or writing a conversion function which will 
compute this difference, and specifying (at G2, M) simply the 
final value itself. In this example, the latter alternative will 
be used. 

The graph of the second voice (Figure 22b) shows the varia- 
tions in frequency of the fundamental (FO) and the first and 
second formants (F1 and F2) of a complex tone with many har- 
monic partials. The center frequency of the first formant is 
continuously variable (like the three parameters of voice 1, 
described above), while that of the second formant is constant 
throughout the sequence, and so will be defined as a constant 
for this instrument. The bandwidth of the first formant is con- 
stant within each note, but takes two different values in the 
course of the sequence (150 cps at the beginning, 100 cps at 
the end) and so must be variable from note to note, and there- 
fore specified as one of the parameters on the note-cards. 
The bandwidth of the second formant, like its center frequency, 
will be a constant for the instrument. 

In the amplitude plot for the second voice, a different means 
of control or specification is implied than for the first voice. 
Here, instead of the continuous linear change from one ampli- 
tude to the next, two fixed envelope forms will be used, one 
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increasing, the other decreasing in amplitude from the begin- 
ning to the end of the central portion of the envelope. This 
change in amplitude will always be by a factor of 2, which 
corresponds to an intensity change of 6 db. In addition, the 
envelopes will have a fast but not instantaneous attack and de- 
cay, so that each note will be clearly articulated from the pre- 
vious note. (In the first voice, this will only be so when the 
interpolation function begins or ends at zero amplitude. Other- 
wise, the sounds will pass gradually from one to the next.) 

Instrument #2, Figure 24, is designed to generate the sounds 
of this second voice. The PY1 input to the first filter (2u5) is 
the same kind of interpolation couple used in instrument #1, 
making it possible to vary the center frequency of the first 
formant in the way shown in the graph. The bandwidth of this 
filter will be specified in field P9 on the note-cards. Both the 
center-frequency and the bandwidth inputs to the second filter, 
however, are specified as constants for the instrument (see 
line 6 of the instrument description, Figure 24b). The enve- 
lope of each note is variable, and will be specified in P5 (see 
the MAC S1 setting routine, line 8), while the timbre waveform 
assigned to the second oscillator (2u2) is fixed, and a saw- 
tooth wave-form will be used (F3, in Figure 26). 

Instrument 3 (Figure 25), uses a RANDX (noninterpolating) 
random number generator and an interpolation couple, modu- 
lating the I (frequency) input of the main oscillator, to generate 
a fast sequence of tones whose pitches are essentially random 
within the limited ranges plotted in Figure 22c, the graph of the 
third voice. The mean frequency of the distribution of pitches 
is thus continuously variable, while the range of deviations 
from this mean (given at the M input to 3u4) is constant for 
each unote" (this word "note" takes on a more generalized 
meaning here, since each of the note-cards for this instrument 
will actually cause many tones to be generated). For the con- 
trol of amplitude, linear interpolation will again be used, just 
as in instrument #1. In this case, however, the period of in- 
terpolation will include many distinct tones, so that the output of 
the adder must provide the M input to another oscillator (3u3), 
which will be used to generate the envelope of each of the sin- 
gle tones within the longer "note' The value at this input will 
determine the maximum amplitude of each envelope, while the 
changes of amplitude within each tone will primarily be de- 
termined by the shape of this envelope function itself (F6, 
Figure 26). The rate at which these tones are to be articulated 
within the longer note is 24 per second. This will be specified 
in field P6 on the note-cards, and it should be noted that the 
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same number will be used to control the I inputs to two differ- 
ent generators in this instrument (i. e., both 3u3 and 3u4), just 
as P2 - by way of the C2 conversion function - is often common 
to several unit generators in the same instrument. 

The timbre waveform (F7) assigned to 3u7 is shown in Figure 
26, and consists of the first three harmonic partials, with 
relative amplitudes of approximately 1 to 1/2 to 1/3. This 
function has been used here to illustrate how the GENO9 func- 
tion definitions are written when more than one sinusoidal 
component is involved. The definition of F7 is shown in lines 
7 and 8 of the computer score (Figure 27a). 

The conversion functions that will be used for each instrument 
are listed along with the block-diagrams and descriptions in 
Figures 23 through 25. C5, C8 and C10, for instrument #1 are 
examples of the conversion functions mentioned above which 
are used for the M input to the oscillator in each interpolation 
couple, allowing for the specification, on the note-cards, of 
the initial and final values of the parameter. In some cases, 
it has been possible to use the same conversion functions for 
all three instruments (viz., C2, C4 and C7), while others are 
common only to two of them. With instrument #2, however, 
the group of functions to be used for specifying the center- 
frequencies and bandwidths of the filters are unique, involving 
some rather elaborate equations. These would be of little in- 
terest here, so they are not given, but they make it possible 
to specify both center-frequency and bandwidth in cycles per 
second. In addition, one of them (C12) provides the conversion 
from final to final-minus-initial center-frequency that is needed 
for the interpolation couple in this instrument. 

In the first instrument, the conversion function for specifying 
the bandwidth of the noise to be generated could have included 
the factor of 512/5, 000 that would be necessary to allow the 
specification of bandwidth directly as indicated, but this has 
not been done here, in order to make this one conversion func- 
tion available also for the M input of the RANDX generator in 
instrument #3, specifying the range (i. e., "bandwidth") of var- 
iation in pitch around the mean of the random sequence of tones 
in the third voice. 

As for the computer score itself, shown in Figure 27, there is 
not much left to be said, except perhaps to note the following: 
(1) In writing a GEN 09 function definition involving more than 
two harmonics, the number in P12 on the first card must be 
preceded by a minus sign as in line 7. This is merely a code, 
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which causes the computer to read the numbers on the following 
card or cards, interpreting them as a continuation of the same 
function definition. (2) The time-factor of 100, set by the TME 
card in line 9, means that the numbers in P2 on the following 
cards will specify duration in hundredths of a second (25 in P2 
= .25 seconds, 50 = 1/2 second, etc.). (3) As noted earlier, 
repetitions of a parametric value in a given field do not have 
to be written out; the computer will carry the numbers over 
from one card to the next automatically. 

It is hoped that this last example will give some indication of 
the potentialities of the digital computer as a musical medium, 
with respect to both the enormous variety of sounds that can be 
produced, and the high degree of precision that is possible in 
the control of all the parameters of these sounds. These at- 
tributes alone should make it an attractive medium to the com- 
poser searching for new materials and new ways of organizing 
these materials. The extent to which computers will be more 
widely used for musical purposes depends, of course, on their 
becoming more generally available to composers than they are 
now. It is to be expected, however, that as faster and more 
efficient computers are built, and computer time becomes less 
expensive this problem will become less critical than it is at 
present. 

REFERENCES 

1 Mathews and Guttman, Generation of Music by a Digital Computer, Proceed- 
ings, 3rd International Congress on Acoustics, Stuttgart, 1959 (Elsever Pub- 
lishing Co., Amsterdam). See also: M. V. Mathews, An Acoustic Compiler 
for Music and Psychological Stimuli, Bell System Technical Journal, May 1961, 
and Mathews, Pierce and Guttman, Musical Sounds from Digital Computers, 
Gravesaner Blatter, April 1962. 

2 David, Mathews and McDonald, A High Speed Data Translator for Computer 
Simulation of Speech and Television Devices, Bell System Technical Mono- 
graph No. 3405. 

3 In these graphs a logarithmic scale is used for frequency, a linear scale for 
amplitude. The frequency plots are not strictly accurate, however, because 
the interpolating function that will be used in the instruments is based on a 
linear scale. This would mean that all the diagonals in the log frequency plots 
should really be curved (concave downward) instead of straight. 


	Article Contents
	p. 24
	p. 25
	p. 26
	p. 27
	p. 28
	p. 29
	p. 30
	p. 31
	p. 32
	p. 33
	p. 34
	p. 35
	p. 36
	p. 37
	p. 38
	p. 39
	p. 40
	p. 41
	p. 42
	p. 43
	p. 44
	p. 45
	p. 46
	p. 47
	p. 48
	p. 49
	p. 50
	p. 51
	p. 52
	p. 53
	p. 54
	p. 55
	p. 56
	p. 57
	p. 58
	p. 59
	p. 60
	p. 61
	p. 62
	p. 63
	p. 64
	p. 65
	p. 66
	p. 67
	p. 68
	p. 69
	p. 70

	Issue Table of Contents
	Journal of Music Theory, Vol. 7, No. 1 (Spring, 1963), pp. 1-148
	Front Matter [pp. 23-98]
	Editorial Note
	Milton Babbitt: An Introduction
	Richard L. Crocker: The Music Theory Translation Series [p. 1]
	Extended Reference: An Unrecognized Dynamic in Melody [pp. 2-22]
	Sound-Generation by means of a Digital Computer [pp. 24-70]
	The Electronic Music Studio of the University of Toronto [pp. 73-81]
	A Tape Recorder for Use in Electronic Music Studios and Related Equipment [pp. 83-97]
	Electronic Music at the University of Illinois [pp. 99-126]
	Book Reviews
	Review: untitled [pp. 127-130]
	Review: untitled [pp. 131-132]
	Review: untitled [pp. 133-134]
	Review: untitled [pp. 135-137]
	Review: untitled [pp. 137-140]
	Review: untitled [pp. 140-142]
	Review: untitled [pp. 143-145]

	Recent Books Articles [pp. 146-148]
	Back Matter



